Stat 301  –  Lab 12
Goals: In this lab, we will see how to:
	fit regression models to all subsets of variables
	explore a model that looks interesting
	add additional variables to models selected by all subsets methods

We will use the data set on log-transformed sizes of black bears (bear2.txt).

To fit regression models with all subsets of variables:
Load the bear2.txt data file (you will probably have to use Data Import Preview).  This contains various measurements made on black bears in Pennsylvania.  The goal is to predict bear weight from various size measurements.  For various reasons, the most appropriate relationships are between log transformed weight and log transformed size variables.  That has been done for you in this data file.

The question is ‘which variables?’.  JMP provides both stepwise methods and all subsets methods, but they are both in the Stepwise dialog (which is a bit confusing).  To use all subsets: 
1. Analyze / Fit Model.  Select logWeight as the Y variable and put all the potential X variables into the model effects box.  
2. If you want to include  cross-products or quadratic terms, you can select variables in the model effects box and again in the select columns box and click Cross to generate those variables.  Remember, if you want all combinations of multiple variables, select multiple variables in both model effects and select columns.
3. Find the Personality box (top right of the Fit Model dialog).  It shows Standard Least Squares by default.  Left click on that and change the Personality to Stepwise.  The Fit Model dialog should now look like:

[image: ]

4. Then click Run.  You should get a dialog box that looks like:

[image: ]

5. Click on the red triangle at the top left (by Stepwise Fit), and left click on All Possible Models.

6. You will get a dialog box with three items:
[image: ]

The first two items help you limit the number of models that are displayed:
The first box limits the total number of variables that can go in the model.  Here JMP supplies 6, the number of X variables.  That’s reasonable.  If you had more than 20 variables, you might want to only consider models with up to 10 or 15 variables.

The second box limits how many models per model size are displayed.  It is very confusingly labelled.  The number is the number of one-variable models, the number of two-variable models, … up to the number of 6 variable models that JMP will display.  The default depends on the number of X variables.  For this data set, JMP suggests 15 results per number of variables, which would give you results for 90 models.  That’s way more than I want to see, so I suggest you change the 15 down to 3, 4, or 5.  If you decide later that you want to see more models, you can always rerun with a larger number.   I used 5 in my example.

The choices in the first two boxes are display options.  JMP will fit all models.  For 6 variables, that is 63 models.  You probably don’t want to see results for all of them.  If you really do, then just provide a large number in the second box.  

The third box is only relevant when your list of potential model effects include interaction or quadratic terms.
A while ago, we talked in lecture about always retaining main effect variables when an interaction that includes them is in the model.  For example, if logChest*logLength was included in a model, then logChest and logLength terms should always be included.  That is what JMP calls ‘Heredity restrictions '.  Similar situation for quadratic terms.  If logChest2 is in the model, logChest is always included.  A higher order term (quadratic or interaction) forces all lower order components into the model.  If you have interactions or polynomial terms, you probably want to obey the hierarchy, so you want to check the box.  If you don’t have any interactions or polynomial terms (the situation here), this option has no effect.

The results look like:
[image: ]

7. JMP gives you model summary statistics for 5 one-variable models, then 5 two-variable models, and so on.  If you provided 4 models per model size in step 5, you would only get the best 4 one-variable models, then the best 4 two-variable models, etc.  
8. It is useful to sort this table by increasing value of the AICc statistic (so the model with the smallest AICc is at the top, the second smallest is next, and so on).  To sort it, right-click in the table, select Sort by Column, select the AICc column, check Ascending, then OK.  The table will now look like:
[image: ]

9. The best model (smallest AICc) has three X variables: logLength, logChest, and logNeck.  The next best model has three variables and logHeadWid and an AICc value that is within 2 units of the best.
10. You can see the estimated parameters for any of these models by clicking the button on the far right of the table, then looking at the Current Estimates box (at the top of the Stepwise Fit output box).

To explore a model that looks interesting:
11. You can very quickly get more information about any of the models shown in the Stepwise Fit output box.  Select the button next to the desired model, then look at the top of the Stepwise Fit output box:
12. 
[image: ]

The first line of numbers gives various model fit statistics, in case you wanted something other than one of the four in the model summary table.
The next block is the parameter estimates for the variables in the desired model.  The Prob>F is the p-value for the test of whether that coefficient = 0.
You also have F ratios and p-values for terms not in the model.  These are tests of whether that coefficient = 0 if it were the only component added to the current model.  They are related to stepwise methods
13. To get more information about your model, select either the Run Model or Make Model box from the menu at the very top right of the  Stepwise Fit box (shown in the display above)
14. Make Model will open the Analyze / Fit Model dialog, with the specified variables already added to the model effects box.  This is useful if you want to add additional variables, even some that were not considered in the all subsets selection, or change JMP options (e.g. centering polynomials).  This is very useful for analyzing observational data because it allows you to do model selection on the potential adjustment variables, then add the variable of interest to the selected model.
15. Run Model will skip the Fit Model dialog and directly give you the model results as if you had run the Fit Model dialog.  This is the quickest way to get additional information about the model (e.g. the PRESS statistic or the residual vs predicted values plot).
16. Run Model is very useful when you want to compare detailed results from two up to a few models.  This is best demonstrated by doing.
a. If you haven’t already, select the logLength, logChest, logNeck model (lowest AICc) and Run Model.  You will see the results (Response logWeight) but there is a line labelled Fit Group above them.
b. return to the Stepwise Fit output and select another model, e.g., the 2nd best AICc model with 4 variables (logLength, logChest, logHeadWid, logNeck).  Then click Run Model again.  The results window now contains results from both models.
c. return to the Stepwise Fit output and select another model, e.g., the 2 variable model with logLength, and logChest.  Then click Run Model again.  The results window now has all three models, one below the other.
d. You can reorganize the results into three columns, one per model by clicking on the red triangle by Fit Group.  (That controls actions that work on all three sets of results; if you click the triangle for one model, you only affect that model).
[image: ]

e.  Select the Arrange in Rows, fill in how many results in one row.  I usually choose the number of result sets I have, but you don’t have to.
f. You now have results for each model displayed side by side.  Much easier to compare among models.

To get results for a model with specific variables:
17. If you want model select statistics (SSE, rMSE, AICc, BIC, and others, but not PRESS) for a model that you specify, look in the Current estimates box (see picture by item 12).  The results just above the Current estimates line are for the model with the variables that have checks in the Entered column. (or in the Lock column, which we’re not using).   You can click on the appropriate boxes to select only the variables you want and remove others.  

Add an additional variable to a model that looks interesting.
18. Run all subsets to identify an interesting model.  Click the radio button by that model.  Then click Make Model at the top of the all subsets dialog (see step 3 above if you can't find this).
19. Make Model will open the Analyze / Fit Model dialog, with the specified variables already added to the model effects box.  Add the additional variable to the model effects box and Run the new model.  This is very useful for analyzing observational data because it allows you to do model selection on the potential adjustment variables, then add the variable of interest to the selected model.

Graphical exploration of models (optional): 

20. (optional): JMP provides graphical tools to explore the collection of models in a Fit Group.  For example, the Prediction Profiler (red triangle by Fit Group / Prediction Profiler) brings up plots that portray how the predicted response changes across the range of each X variable for each model.  Ask me in lab if you want an explanation of these plots.

Self-assessment:
	The data in tamsales8.csv are home sales information in 8 Tampa neighborhoods.  The goal is to see whether some neighborhoods sell at a premium relative to their assessed values.  Preliminary data inspection and modeling suggests that SALES price and the three potential predictor variables, LAND, IMP, and TOTVAL, should be log transformed.   That has been done for you.   NHBD identifies the specific neighborhood for that house sale. 

1. You decide to follow the recommended strategy for analyzing observational data with unknown confounding variables.  Since NHBD is the focal predictor, you need to find an appropriate model for logSALES when NBHD is omitted. Consider models with some combination of logLand, logIMP, logTOTVAL, all their interactions, and all their quadratic terms.  What model do you propose to use?

2. Test whether there differences among neighborhoods after adjusting for the variables in your selected model.  What is the p-value and a one-sentence conclusion?


Answers:

1. The best model is log totval only, using either AICc or BIC.
Note: Using AICc, there are three other models within 2 AICc units of the best (log land + log totval, log totval + log totval2, and log imp + log totval).  Using BIC, there are no other models within two of the best.

2. There is weak evidence for differences among neighborhoods after adjusting for total assessed value (p = 0.064).  
Note: This is from the model with log totval and NHBD, looking at the F test for NHBD.  
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